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Abstract—A cloud storage assurance architecture (CSAA) for
providing integrity, privacy and availability assurances regarding
any cloud storage service is presented. CSAA is motivated by the
fact that the complexity of components (software / hardware and
personnel) that compose such a service, and lack of transparency
regarding policies followed by the service makes conventional
security mechanisms insufficient to provide convincing assurances
to users. As it is impractical to rule out hidden undesired
functionality in every component of the service, CSAA bootstraps
all desired assurances from simple transformation procedures
executed inside a low complexity trustworthy module; no com-
ponent of the cloud storage service is trusted.

I. INTRODUCTION

Users of a cloud storage service create files for access from
multiple platforms owned by the same user, and/or for access
by other users explicitly specified by the originator of the
file. From a security perspective, users of the service desire
assurances regarding the integrity, privacy, and availability of
files stored at remote/unknown locations.

A practical cloud storage service [1] will include numerous
elements in the form of complex hardware, software, and
personnel. Unexpected (malicious or accidental) functionality
in any hardware/software component, or malicious intent /
incompetence of personnel who administer the service, can
result in the violation of the desired assurances. A rogue
systems administrator could delete files or expose the contents
of a file to unauthorized parties; so can an attacker who may
have surreptitiously gained access to a server, perhaps by
exploiting a bug or a Trojan horse in some software/hardware
component.

Even if the owner/deployer of the service is convinced that
the system is very well designed, and all necessary steps have
been taken to ensure the integrity of the service, this is a far
cry from actually providing convincing proof of the integrity
of the service to it’s users. While it is far from practical to
convince the users of the lack of undesired functionality in
every hardware/software component and personnel of such a
service, it is reasonable for the service to be able to assure the
operation of a single trustworthy module. This is especially
true if the module is deliberately constrained to possess simple
and open functionality. In this paper, we propose a cloud
storage assurance architecture (CSAA) for a generic cloud
storage service, where users are assured of the integrity of the
service by a trustworthy module T. The specific contributions
include an algorithmic description of module T functionality,
and protocols that leverage simple trusted functionality to
provide integrity, confidentiality and availability assurances to
users.

A. Overview of CSAA

The users of any cloud storage service expect contents of
files to be made privy only to users explicitly authorized
by the owner of the file. They expect that only explicitly
authorized users can modify their files. They expect the service
to provide only the latest version of a queried file (unless
explicitly queried for an older version). Users also expect that
they should not be improperly denied service.

Taking advantage of the pre-image resistance property of
any cryptographic hash function h(), the ability to assure
integrity of any file translates to the ability to store the
cryptographic hashes of each version of every file in a “pro-
tected boundary” (that is guaranteed to not be molested). The
ability to assure freshness of the file (that the latest version
is provided, even if the querier may not keep track of the
version number) can be translated into the ability to maintain
a monotonic counter for each file inside the secure boundary.
Ensuring that only authorized users can modify the file implies
the ability to store access control lists (ACL) for each file
within the protected boundary.

Taking advantage of encryption schemes, the ability to
ensure privacy of contents of files can be translated in the
ability to store all file encryption keys inside the protected
environment, and the ability to check the ACL before releasing
the secret to authorized users. That users should not be
improperly denied service (by incorrectly stating that the
“file does not exist” or that the user “does not have the
requisite access”) implies that a process running in the secure
environment should be able to unambiguously answer a simple
question: “what is the access privilege of a user u for a file
f?”

As the service is not trusted, file hashes, encryption secrets,
and ACLs, will need to be submitted to processes running
inside the protected environment by users of the service.
In order to prevent users from providing deliberately incon-
sistent information (for example, to taint the reputation of
a good cloud storage service) the information provided by
users should also be verifiable, and approved by the service.
For example, the service should be able to verify that the
authenticated file hash submitted to the module by the user is
consistent with the file submitted to the service, or that the
ACL submitted to the module by the user is the same as the
ACL submitted to the service, etc. In CSAA, the “protected
boundary” is a resource limited module T.

1) Clark-Wilson Model: CSAA bears some similarities to
the Clark-Wilson (CW) model [2], [3] for system integrity. In
the CW model,

1) all data items whose integrity need to be guaranteed are
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constrained data items (CDI).
2) integrity verification procedures (IVP) take all CDIs as

input, and outputs a binary value indicating if the system
is in a valid/invalid state.

3) CDIs may be modified only by well-formed transforma-
tion procedures (TP).

Specifically, well-formed TPs are guaranteed to take the
system into a correct state if the system was at a correct
state before the execution of the TP. That a system is in a
correct state is initially demonstrated by an IVP. From this time
onwards, if only a sequence of well-formed TPs are applied,
the system is guaranteed to remain in a correct state.

In the CW model, the correctness of IVPs and TPs are
certified during design time by a “security officer” for the
system. The only restriction on TPs imposed by CW model is
by definition of CW-triples of the form (user, TP, CDIs) that
specify which user process is allowed to execute a TP, and
which CDIs can be modified by the TP. The CW model simply
assumes run-time integrity of TPs and IVPs. The assumption
that TPs executed on general purpose computers can not be
molested, is far from realistic. The major departure of CSAA
from the CW model is that it imposes strict limitations on
TPs and IVPs to ensure that they can be executed inside the
confines of a resource limited boundary offered by a trustwor-
thy module T. Specifically, CSAA, constrains TPs/IVPs to
be simple and fixed procedures composed of only logical and
hash operations, and demand small (for example, a few KB)
and constant memory size. The need to limit the complexity of
T arises from the fact that high complexity can severely limit
ones ability to consummately verify and certify the integrity
of module T [4], [5].

2) Key Elements of CSAA: In CSAA, file indexes, file
hashes, ACLs, and file encryption secrets are akin to CDIs in
the CW model. Not withstanding self-imposed constraints on
module T capabilities, CSAA does not place any constraints
on the scale of the service — the number of files, users, size
of ACLs or even number of versions of each file.

Key elements of CSAA include a versatile data-structure,
an Index Ordered Merkle Tree (IOMT) [7] - [9], and the
concept of self-certificates [10]. The IOMT permits a module
to represent a practically unlimited number of dynamic “virtual
CDIs” as a single CDI — the root of an IOMT stored inside
the module T. Virtual CDIs can be stored outside the module
in an untrusted location. Simple functionality consisting of
a small number of hash operations afford the ability check
the integrity of any virtual CDI against the single CDI stored
inside the module. Self-certificates, which are “memoranda
issued to oneself” — enable the module to store any number
of static CDIs in an untrusted location by taking advantage of
a secret privy only to module T.

B. Organization

The rest of this paper is organized as follows. In Section
II we provide an overview of the desired features and as-
surances regarding the operation of a cloud storage service.
In Section II-C we provide an overview of CSAA. A core
component of CSAA, the index ordered merkle tree (IOMT),

is the subject of Section III. Section III-C outlines module
generic T functionality required to assure the integrity of an
IOMT. Section IV outlines CSAA specific IVPs and TPs, and
protocols for ensuring the integrity of processes like creating
new files, updating files, updating ACLs, and reporting values
associated with a file to users.

II. FEATURES AND DESIRED ASSURANCES

The participants in CSAA include an untrusted cloud stor-
age service S , a trusted module T, and any number of users.

Service S: The service may include one or more database
servers with access to large back-end storage. The specific
components of S are irrelevant from a security perspective, as
such components are assumed to be untrusted.

Trusted module T: The module is assumed to be read-
proof and write-proof [6]. In other words, a) secrets stored
inside the module can not be exposed, and b) the simple TPs
executed inside the module (which will be described in the
rest of this paper) can not be modified.

Users: The system may possess an unlimited number of
users. Every user is issued a unique identity. It is assumed
that every user shares a secret with the module T. We shall
represent the secret shared between the module and a user ui
as Ki.

Users of the system employ their shared secret for securely
submitting file hashes, secrets, ACLs, to the module, and for
receiving authenticated file hashes, secrets and acknowledg-
ments from the module. The service S serves as a middle-man
between the users and the module to check correctness of all
information provided by users to the module.

A. Files and ACLs

The total number of users/subscribers of the service S
is assumed to be dynamic, and potentially unlimited. Any
subscriber can create a file, choose a random secret to encrypt
the file, and upload the encrypted file to S. The original owner
of the file is also expected to specify an ACL for the file, which
is also uploaded to S.

The ACL A for a file is assumed to be of the form

A = {(u1, a1), (u2, a2), . . . , (ul, al)} (1)

where u1 · · ·ul represent user identities and a1 · · · al their
respective access permissions. We assume three types of
permissions

1) ai = 1 implies read-only;
2) ai = 2 implies read-write access; such users may create

new versions of the file;
3) ai = 3 implies read-write for both the file and the ACL;

such users can even modify the ACL for the file.

Collaborating users are not expected to possess any out-of-
band mechanism for communicating file encryption secrets.
Thus, file encryption secrets will also need to be securely
stored by S, and made available only to authorized user.
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B. Integrity / Privacy / Availability Assurances

The CSAA approach aims to provide the following assur-
ances regarding the operation of S:

[A1.] S will not alter files; only users explicitly granted
access level 2 or higher can modify the file, and in this process
create a new version of the file.

[A2.] S is not trusted with file encryption secrets; only the
module T, and users explicitly specified in the ACL can gain
clear access to file encryption secrets;

[A3.] S can not modify the ACL; only users with ACL level
3 for the file can do so.

[A4.] Only the latest version the file will be provided by
S to authorized users, except when explicitly queried for an
earlier version.

[A5.] After an ACL has been modified, the old ACL will
not be used to determine the access privileges.

[A6.] When a user u with legitimate access rights requests
a file, S will not refuse to provide access. Specifically, S
is required to provide authenticated denial, in the form of
convincing proof that “the request can not be entertained.”

[A7.] In providing authenticated denial, no unsolicited in-
formation should be revealed to users.

Assurances A1 is towards authenticity and integrity of files;
assurances A2 and A3 are required to guarantee privacy of
file contents; assurances A4 and A5 address replay attacks;
assurance A6 is towards authenticated denial — to prevent
improper denial of service to a subscriber for a legitimate
request.

Assurance A7 is required to address data mining issues that
arise from authenticated denial. When authenticated denial
is mandated, the RFSS is expected to provide a verifiable
response to every query — either by providing the requested
data, or by convincing the querier that the query can not
be entertained. Typical strategies for authenticated denial
demonstrate non existence of the requested object by ordering
all objects that do exist, and demonstrating the presence of two
adjacent objects that “cover” (or span) the requested object.
Unfortunately, such an approach makes it possible for users
to make random queries to gain knowledge of the existence
of two other objects. For example, a user may send a query
for a random file to learn about the existence of two files
that do exist. Similarly, an user not in the ACL for a file,
may get to know the identities of two users who are included
in the ACL. The ability to gain unsolicited knowledge can
motivate malicious users to make random queries for nefarious
data mining purposes which can a) unduly burden the RFSS,
and b) compromise the expectations of privacy of users. To
prevent such attacks it should be ensured that no unsolicited
information will need to be revealed by S.

C. Overview of CSAA

The constrained data items necessary to guarantee all de-
sired assurances include ACLs for each file and file-hash/file-
encryption-secret for each version of every file. All CDIs can
be seen as a database with one record for each file. Each record
in the CDI-DB, indexed by a file index f , contains

1) a list of two-tuples that represent the ACL for the file;
and

2) a list of two-tuples for each version indicating the file
hash γ and file encryption secret σ.

A record R for index f is thus of the form

Ra = [f{(u1, a1), . . . , (ul, al)},
{(γ1, σ1)), . . . , (γr, σr)}]. (2)

The database is dynamic, as files may be added or deleted,
the ACL for any file may be changed at any time, and new
versions of a file may be added. All information necessary
to construct this dynamic database comes from authenticated
information asynchronously supplied by users to the module,
using the service S as the middle-man. Every authenticated
request from the user to modify the database is acknowledged
by the module, indicating failure or success.

To create a new file, a user ui and the service S agree on
a file index f . A message from ui, indicating the file index
f is the trigger needed to create a record for f and set the
ACL for f to {(ui, 3)}, attributing user ui with read-write
privileges for the ACL.

To add a new version a user conveys values f, γ, σ′ where
γ is a file hash and σ′ is the encrypted version of the file-
encryption secret σ. If the user has access level 2 to f , a
two-tuple (γ, σ) is added to the file record.

To update the ACL a user with access level 3 provides a
new ACL (a list of two tuples), which replaces the old ACL.
To delete the file a user with access level 3 can provide an
empty ACL.

Any user may request to perform any action on any file.
Even if the file does not exist, or if the user does not have
the necessary access right. In all such scenarios too the user
expects an authenticated response from the trusted module.
Authenticated denial is necessary to prevent the untrusted
service provider from improperly denying service in scenarios
where the user does have the necessary privileges. Note that
if the user has no access, or if the file does not exist, the user
does not even need to know if file f does or does not exist.
This is to provide assurance A7 (no unsolicited information
should be revealed). The response from the trusted module in
such a case is simply “illegal request.” IF the use is in the ACL
of the file but does not have the necessary access privilege the
module’s acknowledgment indicates the current access level
of the user.

1) The Challenge: What makes the ability to reliably
respond to queries (based on asynchronously provided authen-
ticated information from users) challenging for the module is
the fact that

1) the module is severely resource limited, and
2) we do not place any limitation on the number of files,

or number of users, size of the ACL for a file, or the
number of versions for a file.

Fortunately, the reason that a severely resource limited module
can still meet this challenge is thanks to a versatile data struc-
ture — an Index Ordered Merkle tree (IOMT). The IOMT is
a binary hash tree constructed using a standard cryptographic
hash function h(). The IOMT enables the module T which
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L0 L1 L2 L3 L4 L5 L6 L7 L8 L9 La Lb Lc Ld Le Lf

v0 v1 v2 v3 v4 v5 v6 v7 v8 v9 va vb vc vd ve vf

v01 v23 v45 v67 v89 vab vcd vef

v03 v47 v8b vcf

v07 v8f

ξ

Fig. 1. A binary hash tree with 16 leaves.Nodes v67, v47, v07 and ξ are
“ancestors” of v6. v07 is the “immediate parent” of v6. v7 is the sibling
of v6, and v45, v03 and v8f are siblings of it’s ancestors v67, v47 and
v07 respectively. The set of siblings {v7, v45, v03, v8f} is the set of nodes
“complementary” to v6.

stores only a single cryptographic hash ξ inside the trusted
boundary, to track the integrity of any number of databases of
any size maintained by an untrusted entity. More specifically,
by performing log2N hash operations (where N is the total
number of database records) the module can a) verify the
integrity of any record against the root ξ stored inside the
module, or b) infer the absence of a record with a specific
index, or c) update the root ξ corresponding to addition /
updates to records. For our purposes, all CDIs (the database
with ACL two-tuples and version three-tuples for each file
index) may actually be stored by the untrusted service S. Only
a single IOMT root will be stored inside the module T. Each
event that calls for updating/adding a record or responding to
a query by conveying values from a record will only call for
execution of O(log2N) hash operations inside the module.

III. INDEX ORDERED MERKLE TREE

Similar to the better known Merkle hash tree [11], an
IOMT is a binary hash tree constructed using a standard
cryptographic hash function like SHA-1. A tree with N leaves
has 2N − 1 internal nodes (cryptographic hashes) distributed
over L = log2N levels (N

2l
nodes in levels l = 0 to l = L).

The lone node at level L is the root of the tree, which is a
cryptographic commitment to all leaves. Figure 1 depicts a
binary tree with 16 leaves.

A. Nodes and Leaves

Corresponding to a leaf Li is a leaf node vi at level 0 of
the tree, computed as

vi = h(Li). (3)

Two adjacent nodes are each level (sibling nodes) are hashed
together to compute the immediate parent at a higher level.
More specifically, the parent node p of two sibling nodes u
and v is computed as

p = HN (u, v) =

 u if v = 0
v if u = 0
h(u, v) if u 6= 0, v 6= 0

(4)

For example, v67 = HN (v6, v7), v03 = HN (v01, v23), etc.
The root of the tree is a commitment to all leaves and nodes.

Corresponding to any leaf node vi it is trivial to identify a
set of L complementary nodes vi (Figure 1) depicts the set
of L = 4 nodes complementary to v6). The complementary
nodes of v6, together, can be seen as a commitment to all
nodes except v6. A simple one way function fbt() consisting
of L HN () operations, confirms the existence of a one-way
relationship between the leaf node vi (and hence the leaf Li)
and the root ξ, through the set of complementary nodes vi.

ξ = fbt(vi,vi). (5)

For example, v6 and ξ are related through {v7, v45, v03, v8f}
through a sequence of L = 4 operations v67 = HN (v6, v7),
v47 = HN (v45, v67), v07 = HN (v03, v47) and ξ =
HN (v07, v8f ).

If there is a valid reason to update leaf node vi to v′i, the
new root can be computed as ξ′ = fbt(vi,vi). Using the same
complementary nodes bfvi for verifying the vi against root ξ
and updating ξ to ξ′ ensures that no other leaf node is affected
by the update (as vi is a commitment to all nodes except vi).

Note that HN () is a simple hash function if both inputs
are non zero; else, it outputs a parent that is the same as the
non zero child. The parent of two zero children is also zero
(or HN (0, 0) = 0). Treating zero nodes in a special manner
makes it possible to easily insert nodes. A tree can be seen as
including any number of zero leaf nodes. Any zero node can
be updated to a non zero value to insert a node.

1) IOMT Leaves: The leaves of an IOMT are constrained to
form a virtual circular linked list. Specifically, an IOMT leaf is
a three-tuple of the form (INDEX,NEXT INDEX,VALUE)
where VALUE is a is a value associated with index INDEX.

The quantity zero is given a special interpretation in IOMTs.
An index can never be zero. A like leaf (a, a′, 0) with zero
VALUE field is a “place-holder” for index a. (a, a′, 0) does not
mean that “index a is associated with value 0.” A place-holder
(a, a′, 0) indicates that “no value is associated with index a.”

For all leaves in a tree NEXT INDEX > INDEX except
for the leaf with the highest index, amax, for which the
next index is the least index amin. For a tree with a single
leaf NEXT INDEX = INDEX. The constraint (to remain a
linked list) is enforced when leaves are inserted are removed
from the tree. A leaf is always inserted as a place-holder; only
place-holders can be removed.

To insert a place-holder for an index b the verifier need to be
convinced of the existence of a leaf or place-holder (b, b′, ωb)
such that (b, b′) encloses a. This is true if b < a < b′, or if
b′ ≤ b (which will be the case if b is the highest index and
b′ is the least index, or if b = b′ is the sole index) then any
a that is lower than b′ or greater than b is considered to be
circularly enclosed by (b, b′). In other words (b, b′) encloses
a if

(b < a < b′)OR(b′ ≤ b < a)OR(a < b′ ≤ b) (6)

To ensure integrity of the linked list when a place holder for
a is inserted, the newly inserted place-holder will be (a, b′, 0),
and the encloser (b, b′, ωb) will be modified to (b, a, ωb). Recall
that an IOMT can be seen as consisting of any number of
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(5, 7, r5)(2, 4, r2)(4, 5, r4)(9, 2, r9)(7, 9, r7) IOMT Leaves

[5,R5] [2,R2] [4,R4] [9,R9] [7,R7] DB Records

(5, 7, r5)(2, 3, r2)(4, 5, r4)(9, 2, r9)(7, 9, r7) (3, 4, 0)

place-holder inserted for index 3

[5,R5] [2,R2] [4,R4] [9,R9] [7,R7]

IOMT Leaves

DB Records

Fig. 2. Relationship between a database and IOMT leaves. Ri is a record for
an index. ri is a compact representation of Ri (for example, ri = h(Ri)).
Insertion of a place-holder leaf has no effect on the data base even though it
modifies an enclosing leaf (shown in a lighter shade).

nodes with value zero. To insert the place holder one such zero
node will need to be updated to h(a, b′, 0); simultaneously,
a node vb = h(b, b′, ωb) will need to be updated to v′b =
h(b, a, ωb). Correspondingly, the root of the IOMT will be
updated (by executing fbt()) to account for the modifications
to two leaf nodes.

B. Database Representation Using IOMT

Together, all leaves of an IOMT can be seen as a representa-
tion of a database, where each leaf corresponds to a record for
an index specified by the first field. The value ωa associated
with index a can be seen as a succinct commitment to the
database record for index a (for example, hash of the record).

Figure 2 depicts the relationship between leaves of an IOMT
and a database represented by the IOMT. Applications em-
ploying IOMTs can be seen as two-party protocols involving
a (typically resource limited) verifier, and a (resource rich)
prover. The prover maintains the database of records, all
IOMT leaves, and nodes. Only the root ξ of the IOMT will
need to be stored by the verifier. The prover can readily
identify a set of complementary nodes necessary to prove the
integrity of any leaf against the root ξ.

If the prover requires to modify a record, an application
specific justification will need to be provided. For example, in
the case of CSAA, a justification in the form of a authenticated
request from an authorized user is necessary.

As can be seen from Figure 2, from the perspective of the
database represented by an IOMT, addition of a place-holder
makes no difference — even while it required two leaves (and
the IOMT root) to be modified. If ξ was the root before the
insertion of a place holder, and ξ′ the root after insertion,
then ξ and ξ′ are considered as equivalent roots. In order
to update a record for an index a (change the value field in
the IOMT leaf for index a) typically a database/application
specific justification will be necessary. However, a module can
be requested to change it’s root to an equivalent root without
providing an application specific justification.

C. IOMT Algorithms Inside A Trusted Boundary

Consider a trusted boundary capable of executing the al-
gorithm fbt(). More specifically, given a hash x and a set
of hashes (complementary nodes) x, the module can readily
compute y = fbt(x,x). If the inputs x and x were actually

chosen from an IOMT, y is guaranteed to be a node in the
same IOMT. More specifically, if x included n values, then y
is an ancestor of x that is n levels higher. If the inputs were
randomly chosen it is still true that y is an ancestor of x in
some IOMT, though not necessarily an IOMT that is actually
used by anyone.

Assume a secret χ inside the trusted boundary, that was
spontaneously generated, and thus not known to any entity
apart from T. Having determined a relationship between x
and y (that y is an ancestor of x) the module can issue a
memorandum to itself as

ρ = HMAC([x, y], χ) (7)

where HMAC() represents a function for computing a hashed
message authentication code (HMAC), executed inside the
module. The values ρ, x and y can be provided back to the
module at any time to convince the module that it had already
verified that y is an ancestor of x (without actually having to
provide the complementary values x).

Similar to records, IOMT leaves and nodes, certificates can
be stored by the untrusted prover. While dynamic values will
need to be represented as leaves of a hash tree before they
can be stored outside, to prevent replay attacks. However, a
static values can be stored using less expensive symmetric
certificates.

Simple additional functionality inside the module can then
be used to combine two or more certificates to make higher
level inferences about the IOMT, or the database represented
by the IOMT, and certify such inferences. Depending on the
nature of the higher level inference, each certificate can be
identified by a type-field.

In the rest of this section we shall outline some useful cer-
tificate types (NU, EQ, RV and RU) along with a description of
functions that generate such certificates of different certificate
types computed as

ρnu = HMAC(NU, [x, y, x′, y′], χ);
ρeq = HMAC(EQ, [y, y′], χ);
ρrv = HMAC(RV, [x, v, y], χ);
ρru = HMAC(RU, [x, v, y, v′, y′], χ);

(8)

Certificates of type NU and EQ are oblivious to actual
records represented by an IOMT. Certificate types RV and
RU are not. A certificate NU-[x, y, x′, y′] is proof that y is an
ancestor of x, and if x→ x′, then y → y′. In the rest of this
paper we shall use the notation type-[· · ·], for example,

NU− [x, y, x′, y′],EQ− [z, z′], . . . (9)

etc., to represent the type and contents of a certificate.
A certificate EQ-[y, y′] is proof that the root of an IOMT

can be toggled between y and y′ without affecting the integrity
of any record in the database represented by the IOMT. A
certificate RV-[x, v, y] is proof that in an IOMT with root y
there exists a leaf for INDEX x with VALUE v. If v = 0 the
implication is that no record exists with INDEX x. This may
be due to a) existence of a mere place-holder for INDEX x,
or absence of a leaf/place-holder with INDEX x — indicated
by the presence of an encloser for index x. A certificate RU-
[x, v, y, v′, y′] is proof that an IOMT with root y there exists
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a leaf for INDEX x with VALUE v, and that if v → v′, then
y → y′.

Function Fnu() takes inputs x, x′ and x, computes y =
fbt(x,x) and y′ = fbt(x

′,x) to create a certificate of type
NU.

Fnu() :

x, x′,x
y′ ← y ← fbt(x,x)
IF (x 6= x′)
y′ ← fbt(x

′,x)

→ NU[x, y, x′, y′]. (10)

Fnu() is the only function that accepts complementary nodes
as inputs. All other functions generate various certificate type
by manipulating various certificate types.

Function Fcat() can be used to combine two NU certificates
to create another NU certificate. Specifically, a certificate NU-
[x, y, x′, y′] and a certificate NU-[y, z, y′, z′] can be used to
create a new certificate NU-[x, z, x′, z′] binding x to higher
level ancestor z. In other words function Fcat() can be
represented as

Fcat() :
NU[x, y, x′, y′]
NU[y, z, y′, z′]

}
→ NU[x, z, x′, z′]. (11)

Recall that inserting a place-holder for index a in any IOMT
requires the existence of an encloser (b, b′, ωb), and that after
insertion, the leaf node corresponding to the encloser will need
to be modified from ve = h(b, b′, ωb) → v′e = h(b, a, ωb)
and another leaf node (corresponding to the newly inserted
leaf) will need to be modified from 0 → vi = h(a, b′, 0).
Given a NU certificate which states that “ve → v′e implies
y → y′” and another NU certificate stating that “0 → vi
implies y′ → y′′, function Feq() can readily conclude that
y and y′′ are equivalent roots, and issue a certificate ρ =
HMAC(EQ, [y, y′′], χ).

More specifically, changing an IOMT root from y → y′′

corresponds to inserting a place-holder. Conversely, changing
a root from y′′ → y corresponds to deleting a place-holder! In
the same spirit of Eq (11) function Feq() can be represented
as

Feq() :

NU[ve, y, v
′
e, y

′]
NU[0, y′, v′i, y

′′]
(b, b′) encloses a
ve = h(b, b′, ωb)
v′e = h(b, a, ωb)
vi = 0; v′i = h(a, b′, 0)


→ EQ[y, y′′]. (12)

Given a certificate NU-[x, y, x, y] binding a value x to an
ancestor y, and given a leaf (a, a′, ωa) such that the leaf hash
is x = h(a, a′, ωa), function Frv() can conclude that (a, a′, ω)
is a leaf in a tree with root y and issue a certificate binding
the record index a and value ωa to the ancestor node y. Given
an additional index b such that (a, a′) encloses b, Frv() also
infers that “no record for index b exists in the tree with root
y.” Accordingly, function Frv() issues a certificate of type RV
(record verified) binding values b, 0 and y (the zero indicates
that no record exists for index b).

Frv() :
NU[x, y, x, y]
x = h(a, a′, ωa)
〈b encl. by (a, a′)〉

→ RV[a, ωa, y].
〈RV[b, 0, y]〉 (13)

Given a certificate NU-[v, y, v′, y′], values (a, a′, ωa) satis-
fying v = h(a, a′ωa), and ω′ such that and v′ = h(a, a′ω′

a),
function Fru() can issue a certificate of type RU (record
update) which states that “updating a record with index a from
ωa → ω′

a will require the root to be modified from y → y′.”
In other words,

Fru() :
NU[v, y, v′, y′]
v = h(a, a′, ωa)
v = h(a, a′, ω′

a)

→ RU[a, ωa, y, ω
′
a, y

′]. (14)

D. Application Specific Functions

For systems/applications whose integrity is assured by a
trustworthy module T, the untrusted system is the prover
that maintains one or more application specific databases and
IOMTs corresponding to the databases. The module stores
one or a small fixed number of IOMT roots. Apart from
interfaces/functions exposed by the module to generate various
types of application independent certificates, the module will
expose some additional interfaces:

1) functions that accepts equivalence certificates to in-
sert/delete place-holders;

2) transformation procedures (TPs) that accept authenti-
cated proof of the need to modify a database record (in
the case of the cloud storage service S, an authenticated
request from an authorized user is necessary to update
any record in the CDI DB).

3) integrity verification procedures (IVPs) necessary to
submit integrity assurances to users of the system, and
possibly

4) other functions for generating additional application
specific certificate types.

TPs that accept proofs for the need to change a leaf from
(say) (a, a′, 0)→ (a, a′, ωa) will accept a certificate like RU-
[a, 0, ξ, ωa, ξ

′] indicating that if the current root is ξ, the root
should be changed to ξ′, in order to modify the record for
index a. IVPs that supply proof of integrity, similarly, may
accept certificates of type RV to convey application specific
record contents (for example, the correct hash of a file) to
users. In order to interact with users, the module T will need
to support additional functionality for establishing secrets with
users of the system.

IV. CSAA PROTOCOLS

Underlying the CSAA protocols are three assumptions,
1) the integrity of simple functions executed inside the

module T,
2) privacy of secrets employed by the module to interact

with the outside world, and
3) the hash function h() is pre-image resistant.

The module T possesses in-built functionality K() to compute
a secret it shares with any user. We shall represent by

Ki = K(S, ui) (15)

the secret Ki shared with user ui. There are several ways to
establish a secret between a module and users; one possibility
is to employ a trusted key distribution center (KDC) who
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issues a secret S to the module. The KDC also issues secrets
to the users. A user ui is issued a secret Ki = h(S, ui). In this
case the functionality Ki = K(S, ui) is simply Ki = h(S, ui).
If it is desired to employ a plurality (say, 2) of independent
KDCs, then each KDC supplies module with a a secret (say,
S1 and S2 respectively). Each KDC issues a secret to each
user (secrets of ui are then h(S1, ui) and h(S2, ui), and the
shared secret Ki = K({S1, S2}, ui) = h(S1, ui)⊕ h(S2, ui).

The module is also possesses in-built functionality to com-
pute HMACs. Messages from users are authenticated by
appending a HMAC. For example, to authenticate a bit-string
u a user ul (who shares a secret Kl with the module) computes
a HMAC as

µ = HMAC(u,Kl) (16)

Acknowledgments from the module T to the user ul are also
authenticated in the same manner, using a HMAC computed
using secret Kl. As was discussed in the previous section, self-
certificates are also computed using HMACs using the secret
χ known only to the module.

The untrusted S maintains the CDI-DB, and the correspond-
ing CDI-IOMT. Module T stores only an IOMT root ξ of the
CDI-IOMT.

A. CDI-DB

The CDI-DB maintained by S can be seen as consisting as
one record for every file index f . A record for file index f
includes

1) the latest version number qf of f ;
2) a counter cf (which is incremented every time any

modification is made to record index f in the CDI-DB);
3) an ACL represented as an IOMT with root αf ; a leaf

in the ACL tree is of the form (u, u′, a), indicating that
user u has access privilege a for file f (and that all user
identities enclosed by (u, u′) do not have any access
privilege);

4) a certificate of type FR (file record) binding values
f, cf , αf , qf (certificate FR-[f, cf , αf , qf ]); this certifi-
cate is re-issued by the module every time the counter
cf is incremented.

Leaves of the CDI-IOMT (with root ξ) maintained by S
are of the form (f, f ′, cf ) where cf is a counter. In addition,
corresponding to every version of each file, the CDI-DB
includes four values. The values corresponding to version q
of file f (where 1 ≤ q ≤ qf ) are

1) a value κ, which is a commitment to the file encryption
secret σ; more specifically, κ = h(σ, f);

2) a value λ which is a function of the hash of the encrypted
file γ and the commitment κ. Specifically, λ = h(γ, κ).

3) a value σs which is an encrypted version of the file
encryption secret σ; specifically, σs = h(κ, χ) ⊕ σ can
be decrypted only by the module T.

4) a certificate ρvr of type VR (version record) binding val-
ues f, q and λ (certificate VR-[f, q, λ]). One certificate
is issued by the module every time a new version of the
file is created.

B. Transformation Procedures

The copy of the root ξ of the CDI-IOMT stored inside the
module T can only be modified by TPs executed inside the
module.

A TP Fph() which accepts an equivalence certificate EQ-
[y, y′] as input can be used to insert/delete place holders (for
file indexes) in the IOMT. Specifically, if the current root is
ξ = y, it is modified to y′; if the current root is ξ = y′ it is
set to y.

Fph() : EQ[ξ, ξ′] OR EQ[ξ′, ξ]→ {ξ → ξ′} (17)

Apart from purposes of inserting/deleting place-holders
(which does not affect the CDI-DB) all other modifications
to ξ correspond to a due to a modification to the CDI-
DB (and hence the CDI-IOMT). The justification for such
modifications have to be provided as authenticated inputs from
a user authorized to do so (access level a ≥ 2 for adding a
new version, and access level a = 3 for updating ACL or
removing a file). An authenticated message from a user ui to
the module (authenticated using secret Ki)

µ = HMAC(type, f, c, v],Ki) (18)

includes a type (which distinguishes between updates to ACL
and updates to the file), file index f , a counter c, and a value
v; the value v = α is the rot of an ACL IOMT for messages
that update the ACL. For file update messages v = λ for the
new file version. Every successful request is acknowledged by
the TP. As we shall see later illegal requests (non existence of
file, lack of access rights etc.) are also acknowledged using an
IVP Fres() (discussed in Section IV-C) that informs the user
of the nature of the illegality of the request, while at the same
time making sure that no unsolicited information is revealed.

From the perspective of the module, updating the ACL can
also be for reserving a file index f or deleting a file f by
conveying ACL root α = 0.

A message [f, 0, α0] from a user ui along with a certificate
RU-[f, 0, ξ, 1, ξ′] is sufficient to convince the module that no
record exists in the CDI-DB for index f , and that adding a
record with counter set to 1 will necessitate modification of
root to ξ′. The module also issues a certificate FR-[f, cf =
1, α0, q = 0], which is required to make the next update to the
record for file f .

For all other update requests from a user u an FR-certificate
(indicating ACL root αf ) and an RV certificate RV-[u, a, αf ]
indicating access privilege of user is necessary. The two
certificates are sufficient to convince the module that if the
current counter value for index f is cf , then ui has access
level a for file f . If the user has required access level, then
a certificate RU-[f, cf , ξ, c′f , ξ

′] is sufficient to convince the
module that file f with counter value fc is indeed consistent
with the indeed current root ξ, and that modifying the counter
to c′f will require the root to be updated to ξ′. The new counter
value c′f = cf+1 for all update operations, except for deletion
of file, for which c′f = 0.

All updates that increment the counter produce a new FR
certificate for the updated counter value (which is needed
for the next update). Updates for adding a new version also
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{f, c = cf , v}ui

RU [f, cf , ξ, c
′
f , ξ

′]
FR[f, cf , qf , α]
RV [ui, a, α]
IF (c′f = cf + 1);

⇒

IF (cf = 0)
FR[f, c′f , 0, v = α0]
ξ ← ξ′;

IF (ui = 3)
FR[f, c′f , qf , v = α]
ξ ← ξ′;

IF (ui ≥ 2)
FR[f, c′f , qf + 1, v = λ]
V R[f, qf + 1, v]
ξ ← ξ′;

IF (c′f = 0) ∧ (α = 0)⇒ IF (ui = 3) ξ ← ξ′;

Fig. 3. CASS TP Ftp() that modifies CDIs. For reserving a file, updating a
file/ACL the counter value is incremented (c′f = cf + 1). All these updates
produce a FR certificate necessary for the next update. For deleting a file the
counter value is c′f = 0. No certificate is produced. The “type” field in the
user request and the acknowledgment from the module are not shown.

produce an additional VR certificate VR-[f, q, λ], which can be
used to convey the value λ associated with any version q of file
f to any user with access level 1 or higher. Figure 3 depicts the
algorithm for transformation procedure Ftp() which handles
all updates. All successful updates are acknowledged (not
shown in Figure 3)

Before invoking the the TP the service S is expected to
ensure that the ACL submitted by the user is consistent with
the value v = α in the message and that the counter value c
in the message is consistent with the current counter value cf
for f . When reserving a file S may require that the user is
added with level 3 access in the ACL.

Along with a message [f, cf , λ] from a user ul to add the
next version of file f , the user is expected to send to S an
encrypted secret σ′, a commitment κ, and the new version of
the file. The service S hashes the (encrypted) file to ensure
that the file hash is indeed γ, and verifies that λ = h(γ, κ).

If the user chooses not to encrypt the file, then κ = 0,
and σ′ = 0. If κ 6= 0 S can not by itself verify the
integrity of the secret σ′ submitted by the user. This is
achieved using a function Frs() exposed by the module. Given
values ul, f, cf , κ, Frs() decrypts the secret, verifies that it is
consistent with the commitment κ. Only then is the secret
encrypted using χ and returned to S for storage as σs.

Frs :

f, q, ul, σ
′, κ

σ = h(f, cf ,Kl)⊕ σ′

IF (κ = h(f, σ))
σs = h(κ, χ)⊕ σ;

→ σs (19)

C. IVPs for CASS

CASS IVPs are invoked by S for
1) sending a negative acknowledgement to a user request-

ing an illegal update; and
2) sending value λ corresponding to any version of any file

to an authorized user
IVP Fsnd() can only send contents determined to be consistent
with the current IOMT root ξ.

Given certificates RV-[f, cf , ξ], RV-[ul, a, α], FR-
[f, cf , αf , qf ], RV-[f, q, λ] an IVP Fsnd() is convinced
that usrer ul has access right a for file f . For a non existent

file cf = 0, and the other certificates are not necessary. If the
user does no have access, or if the file does not exist, the
same negative acknowledgement is created, conveying the
requested file index f and no other unsolicited information.

If file exists, and if the user has access level a > 0 the
user is authorized to receive information about any version of
f . An additional VR certificate provides information regarding
version q of the file where it is possible that q 6= qf (if the user
had requested an older version). The response also includes the
most current version number, and the current counter value cf
for the file. IVP Fsnd() can be represented as follows:

RV[f, cf , ξ]
RV[ul, a, α]
FR[f, cf , αf , qf , ξ]
VR[f, q, λ]

⇒
IF ((cf = 0) ∨ (a = 0))
{f}T→ul

ELSE
{f, cf , qf , q, λ}T→ul

When a user receives the file from S the user also expects
a value κ to be provided by S (module T does not care that
λ = h(γ, κ) or even the exact mechanism used for computing
file hash γ). The user hashes the file to obtain γ and verifies
that λ in the authenticated response by the module is consistent
with γ and κ. If κ 6= 0 the user can easily conclude that he/she
is eligible to receive a secret with commitment κ.

To relay the stored secret to an authorized user, the
service employs another IVP Frs(). Given certificates RV-
[f, cf , ξ],RV-[uj , a ≥ 1, αf ], and FR-[f, cf , αf , qf ] it can
be concluded that user uj is eligible to receive secret σ
corresponding to any version of file f . Along with the three
certificates values σs and κ are also provided as inputs to a
function Frs() to relay the file encryption secret to user uj .
The secret is decrypted as σ = h(κ, χ)⊕ σs. The integrity of
the decrypted secret is confirmed if κ = h(f, σ) before it is
conveyed to the user (using secret Kj shared with the user).
IVP Frs() can be represented as follows:

RV[f, cf , ξ]
RV[ul, a, α]
FR[f, cf , αf , qf , ξ]
σs, κ
σ ← h(κ, χ)⊕ σs
κ = h(f, σ)


⇒ σj = h(κ,Kj)⊕ σ.

D. Summary of Module T Functionality

Figure 4 provides a broad summary of various certificate
types, certificate functions, TPs and IVPs. The vertical dotted
line separates generic IOMT functions from CASS specific
functions that are aware of the (application specific) interpre-
tation of IOMT leaves.

The two arrows from (for example) NU to EQ illustrates
that two NU type certificates are required for obtaining an
EQ certificate. From the figure it can be readily seen that
two RV certificates are required to generate an LV certificate
(certifying latest version in a tree with root θ), and the LV
certificate along with an EQ certificate (for insertion of a place-
holder for the next version) and RU certificate (for updating the
place-holder to a leaf) are required to generate certificate type
VU. Certificate generation functions are “helper functions”
that are independent of CDIs.
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NU

Fcat() : (NU,NU) → NU EQ

Feq() : (NU,NU) → EQ

RV
Frv() : NU → RV

RU

Fru() : NU → RU

FR

VR

IVP Fsnd(RV,RV,FR,VR)

IVP Frs(RV,RV,FR)

TP Fph(EQ)

TP Ftp(RV,RU,FR)

Generic CASS Specific

Fig. 4. Generic and CASS-specific functions and certificates.

In the right end of the figure all CASS specific TPS and
IVPs are listed along with the types of certificates needed
as input. Ftp() modifies virtual CDIs, and hence the real
CDI (IOMT root ξ) stored inside the module. The TP Fph()
modifies the real CDI without affecting virtual CDIs (CDI-
DB). IVPs do not modify CDIs.

V. DISCUSSIONS, RELATED WORK AND CONCLUSIONS

The main differences between CSAA and Clark-Wilson
(CW) model are as follows:

Execution of TPs and IVPs: In CSAA TPs and IVPs are
constrained to be executed inside the trustworthy boundary
of a sufficiently tamper-responsive module T. It is assumed
that attempts to expose secrets protected by the module or
attempts to modify the module functionality will result in
zeroisation of the module (where the module simply erases it’s
secrets) thereby rendering the module unusable for providing
assurances to users. CW model makes no attempt to explicitly
define the environment in which TPs are executed.

Constrained structure for CDIs: A second difference lies
in deliberately constraining CDIs to be represented as a special
data-structure (IOMT). This is to permit any number of CDIs
to be tracked by a resource limited module T.

Unconstrained Data Items (UDIs): Both CSAA model
and the CW model recognizes the need for unconstrained
data items (UDI). CDIs are actually born as UDIs. More
specifically, UDIs serve as inputs to the system, and are
manipulated by TPs to create CDIs. In the CW model TPs
that handle UDIs are required to be verified to meet application
specific “separation of duty” requirements. In CSAA, UDIs are
authenticated inputs provided by users to the module. They are
unconstrained, as a user can request actions on any file (even
non existent ones) or files to which the user does not have
access rights. The ability of the module to answer a simple
question (what is the access right of user u for file f ) even for
non existent files and non existent users in the ACL (thanks
to IOMT) is a very important feature required to verify the
correctness of UDIs before they are converted into CDIs.

Access to TPs and IVP: The CW model was primarily
intended for applications executed on a single computer that
supports multiple users. Apart from specification of TPs and
IVPs the CW model for a system specifies three-tupes of
the form (user, TP,CDIs) that specify which user process can
execute a TP, and what CDIs can be accessed/manipulated
by the TP. In CSAA any one with access to the module

can invoke functions exposed by the module. The untrusted
service S is responsible to ensure that no user can directly
access functions exposed by the module to provide deliberately
inconsistent information to the module. If the service S fails
to protect access to the module, the service may not be able
to demonstrate it’s integrity to users.

A. Scalability

Issues that affect the scalability of CSAA can be seen as
belonging to two broad categories: a) the number of CDIs,
and b) the rate at which events that modify CDIs occur. For
a file storage system, the number of CDIs will be roughly
proportional to the total number of files. A thousand fold
increase (say from a billion to a trillion) will only increase
the complexity of each procedure by a factor 40/30, as the
number of hash operations is proportional to log2N , which
increases from log2 10

9 ≈ 30 to log2 10
12 ≈ 40.

While the complexity of handling each “event” (triggered by
a user request to reserve/update/delete a file or by a request
from S to send parameters related to a version of a file to
a user) increases logarithmically, unfortunately, the frequency
of events is more likely to increase linearly. A system with
10 times as many files as is likely to handle ten times as
many events every second. The second issue can be addressed
by deploying CSAA in parallel, using a plurality of identical
modules T, where each module tracks only a specific range
of file indexes. In this case every user will need to share a key
with every module.

B. Scope of Assurances

It is important to note that the CDI databases are very
different compared to the actual databases maintained by the
service. For example, a real life cloud storage system may use
different indexes for each file (to make it possible to readily
identify the directory the file is located in, the owner of the
file, etc.). The service may also maintain a database of different
computers belonging to a user, and a list of folders that need
to be synced in each computer. The service may also maintain
a database with a record for each user indicating user quota,
an the actual space utilized by the user. As the index of a file
in the CDI database can be different from the indexing used
by the service’s databases, the service may maintain another
database that enables translation between the two indexes.

Ultimately, the CSAA CDI database is designed solely
based on explicitly desired assurances. For our purposes, for
providing the seven assurances outlined in Section II-B, it is
not necessary for the CDI database to track user quota, or
the correctness of file syncing operations. However, if it is
desired to provide additional assurances, like (for example)
that “users should not be incorrectly denied access based on
storage quotas” or that “every file in a directory is correctly
synced to the latest version,” then some additional CDIs will be
required, demanding additional TPs and IVPs to be executed
by module(s) T.
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C. Related Work

A closely related work that also aims to assure the operation
of a cloud storage service by employing a trusted module is the
virtual counter (VC) [12] approach. In the file storage model
used in [12] users create files for access by themselves from
other locations (no ACLs are used). The goal is to ensure that
that only the latest version will be provided by the service
(older versions should not be replayed). Specifically, a user
may update a file using her computer at work. When she later
tries to retrieve the file from her home, she expects the latest
version of the file. The assumption here is that the user may
not actually remember the previous updates she had made, and
thus may not recognize the freshness of the version provided
by the service. As the user does not trust the service, she
expects the module to certify the file hash corresponding to
the freshest version of the file.

In [12] a trusted module assures the integrity of the root of a
merkle tree, where the leaves of the tree are virtual counters —
one associated with every file. The virtual counter associated
with a file (in a leaf of the tree) will be incremented by the
module only when the file is updated through an authenticated
message from the owner of the file. The hash of the new
version of the file is bound to the incremented virtual counter
value.

As a response to a query for a file, users expect an
authenticated response from the module. The module will
authenticate only responses that include the file hash bound
to the current virtual counter value for the file.

One flaw in the virtual counter approach is that there is
no mechanism to prevent the same file from being bound
to multiple counters. Thus, when an update is received, the
server can request the module to update one counter, while
leaving a second counter bound to the older version. From the
perspective of the module the other counter is still, legitimate,
and can thus be replayed. In [13] it was pointed out that using
an IOMT (which guarantees uniqueness of indexes) instead of
a plain Merkle tree, can address this flaw.

Several authors [14] -[16] have addressed strategies for
providing proof of retrievability (POR) for assuring users of
the integrity of files stored in the cloud. The main motivation
for such approaches stem from the fact that for large files,
hashing entire files to determine hash may be an expensive
operation. Most such approaches involve random checking
of multiple small segments of a large file to be assured of
(with a high probability) the integrity of the file. There is
inherently nothing in the proposed approach that mandates that
file integrity has to be verified by hashing a file. The module
T does not care how the integrity of a file is demonstrated
against a commitment γ. The users and the service can choose
an appropriate (and convenient) strategy. Instead of a file hash,
the value γ can be a concise representation (hash) of values
required to verify integrity.

D. Conclusion

With ever growing complexity of hardware and software
components, the presence of hidden malicious functionality is
a very serious concern. It is thus essential to have strategies in

place to provide assurances regarding the operation of complex
systems, without the need to rely on the integrity of complex
components. In the proposed CSAA for assuring cloud storage
service S no component of the service S is trusted.

As all assurances are bootstrapped from the assumption of
integrity of module T it is necessary to take every possible
effort to ensure simplicity of the module. Lower the memory
requirement inside the trusted module, the lower is the possi-
bility that hidden malicious functionality can escape detection.
The lower the power consumed by the module, the lower the
need to dissipate heat, and thus the module can be shielded
very well from intrusions that attempt to expose secrets from
the module or modify the module functionality [4], [5]. It is
for these reasons we limit the module T to possess a small
constant memory size irrespective of the size of the database
to be protected, and limit the operations performed by the
module to simple sequences of hash operations.

It is important to note that the proposed approach does
not seek to improve the reliability of the service S itself. It
does not prevent, for example, a rogue system administrator
or an attacker who has gained access to the system from
deleting/modifying a file. All that is assured is that, if such an
event occurs, the system can no longer prove it’s integrity to
any one who may query the illegally deleted/modified file. The
service provider is expected to take all necessary precautions to
weed out undesired functionality in their system, to rightfully
gain the trust of users.
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